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The figures in the margin indicate full marks
for the Questions

1. Choose the correct angwer . 1x7=7

(@) Suppose you want tq tegt 0 =0, against

6 =6; with w as critjcq) region and A as
acceptance region, then By (A) is
0

() the prObability of a correct decision

(i) the probabili, o

Aici incorrect
ecision

(ii) the probability . type I error
(lv) None of the abOVe



B2 ) (i 3)

(b)  As the same symbols in 1(a), By, (1) is () For the Wilcoxon signed rank test,
' we assume that
() the Probability of type Il error , ' i
(i) th (i) the population is not symmetric
) the Probability of type I error ) -
(@) the Power of the test i pOPUIathn SRyt
(i) the ' population. is  sometimes

(iv) None of the above i
symmetric and sometimes not

() Suppos y s
takell?l fe a random sample of size n is (iv) None of the above
T'om a normal population with
Mean p- and Vafiance 62 if X is the
sample mean, then the 99% confidence () 1 Neyman-Pearson test gives us, the
int . 04
erval for ) ig (i) best critical region
()" x£1.96.9 8
) 1 96._;; (i) worst critical region
(i) X+2.58.0 (iii) sometimes best and sometimes
I worst critical region
(@) x+29 (iv) None of the above
n
(iv) None
of the apove (g9 1f for a mnormal distribution, the
(d) Empirical g : hypothesis SPeCifies the mean but
1stry i i ' i
based on pubuitiot” “"fungtion® Us not the variance, then it is a case of
() sample Valyeg (i) composite hypothesis
(#) populatioy iy T (i) simple hypothesis
i b _ ]
(1) both POpulation and sample values (i) alternative hypothesis
iv) None '
( } Of the abOVe (iv} None Of the a.bove
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(4) il

2. Answer the following questions : 2x4=8 4. Answer any three of the following questions : o
- 10x3=
(a) Define the most powerful test. :
; - " ;
(b) Define the Kolmogorov-Smirnov statistic. (@) () Write a note on median test.
(c) State the Neyman-Pearson lemma. (i) Define the following : 2Yo+2%%=5
(d) Define the confidence interval. (1) Uniformly most powerful test

: (2) Type I and type II errors
3. Answer any three of the following questions :

5x3=15 (b) Find the most powerful and uniformly
(@) Explain briefly the jikelihood ratio test. most powerful regions in taking random
How is this approach different from sample from a normal distribution with
Neyman-Pearson lemma? 4+1=5 mean unknown but variance known.
=10 4
(b) An um containg 10 palls of which 8 are 8+2 i
o the rest of the balls being of (¢ () Explain why one should go for ,:‘
red and white Colours). Suppose we 'take confidence interval instead of point
& sample of 3 bajis and reject H, if all estimation. 5 |
the three bals drawn yield blue balls. 3 _ i
Caleulate the propapjlities of type I and (1 x211s the critical region for 1'
type II errors, assuming sampling was testing 8=2 against alternative '
done withoyt replacement. =1 on the bagig of a single
. : n f .
i () Let X, X, "+, X, be a random sample ; observation from the population
i from N(g o2 where variance o2 is flx8)=6 e e
. SUpPPosed . to . he pnown. . Find the e A
confidence s, the. POt obtain values of type I and
: s to type 1I errors. ‘ 5
mean 8 with confidence coefficient (1 — o).
(d) Write a ngt rov-Smirnov )
one sample g oS (d) Write an explanatory note on Mann-
Statistic. Whitney test. 10
(e) Write a note op Fiin, test.
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(6)

(e) (i) Compare and contrast between
Kolmogorov-Smirnov one sample
test and chi-square test. S

(i) Enumerate the steps involved
in testing mean of a norm._ed
population wusing likelihood ratio
test, 5
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