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The figures in the margin indicate full marks
for the questions

1. Answer the following questions (any ten) :
1x10=10

o AR ed o (R e w=ht)

(a) What is a standard normal variate?

S e {ve & 2
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(b)

()

(d)

(e)

(2)

When do we use F-test?

S F-+Rr1 o e w2

What is meant by scaling?
ARt et B qem 2

When does specification error arise?

Rem Rega w6 cofon Teg =59

If the error term is not distributed

normally with o2 variance, what type of
problem may arise?

3ft @b “ARC! 4R Reqe wqmae o2 fomer
TR (0T T (TR P Teq =3 9

Why are there two regression lines?

(h)

0)

(k)

(3)
When does type-II error occur?
bi2e-11 &b fom g =m0
Why do we add a random term in a
linear regression model?
QR R =i @b @ o <5 R an
AT ?
What is meant by degrees of freedom?
TOFOR a1 Jferce & e 2
If E(U,U;) # 0, which problem does arise

in a linear

regression model

901 (3RF TREET @91 Y, =0 +BX, + U, IF
EUU) #0 =, (2T [ 71 Teg 29 9

()  What is the relation between correlation
and regression coefficients?
e FTTR HIF AT 251 Aors Sy 3 2
(9) What is adjusted R?? (m) What is critical region?
wfew@fe R2 9 TG w3 f 9
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(4)

(S)

) SGI R s e e oimal (e) Distinguish between multicollinearity

distribution and autocorrelation.

YR 3B (P TS T 70 2 IR AE FACTINTAE e A4y for |
fo) What is the difference between error () Write two assumptions of F-test.

sum of square and explanatory sum of F-={Frq w51 wfeqmen forsn |

")
;cgar; wal (g9 What are errors in variables?
A QTS TEF AAFR I @R
e A6 o | ooRe TR f 2
(h) Give two reasons for arising multi-

Answer any five of the following questions :

collinearity problem.

st TP AT T8 (AR Y51 IR fersi |
MW =
were frgt R PIe #Aoot 2% Ted forsy 3. Answer any four of the following questions :
i ! 5x4=20
(a) Write two uses of Student’s
PaistBation O @ e SRt e Teq o
Student’s t {9 7o1 I927 forn | fa) Explain diagrammatically the area

property of normal distribution.

(b) Distinguish between type-I error and

type-1I error. SR 3597 S CafiRehT Bas s wgams
|

o1 F W SRe-I BT wme ety .

&= 0 (b) What are the properties of a good

S . estimator? Explain.

(c) efine coefficient of determination in a Wﬁﬁ »ﬁﬁw S~
two-variable linear regression model. bl !
FSREARA AR - ECIE S p— (c)  Explain the assumptions regarding the
w1 B | stochastic term of the linear regression

model Y; =a+fX, +U,.

(@) What is partial regression coefficient? Yt =a+BX, +U, taRe e wite =
SR TR @17 R 2 U SRR <771 <54 |

noa 1121 22A/1121
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(@

(e)

(6)

Explain the concept of confidence
interval.
PR S aehR TS F54] |

What is a dummy variable? What is its
importance in statisticg] inference?

2+3=5
TR B e T ? AR e
RN GG S 797 |
i Pi.stingfuish between individual and
: ]
ﬁ?del_ unctional form of regression
TR RS Ifsers Faq A
[ 2
ML 3 | oy
= ;
(9) v:r;;;asln how the Omission of relevant
<? Canll eteate o problem in
regression analysig .
TR Regas e qm e[S
(T S R =y, SIS 47 |
h
(h) rhat are the Mmethodg of detecting
eteroscedasticity Explaj f
them. P
Raafvers Cfeiaqr
"IW\O fa
CRICT 561 3514 3531 | e
22A/1121
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(7))

4. Answer any four of the following questions :

O\

(@)

(b)

22A/1121

10x4=40
7 & e vt a9 Teq fos

What is a normal distribution? What are
its usefulness? Assume that family
incomes are normally distributed with
u=1600 and o =200. What is the
probability that a family picked up at
random will have income (i) between
1500 and 1800, (i) below 1500 and
(iii) above 20007

[(0<Z<1=0-3413),

0<Z<0.5=0-1915] 2+2+6=10

AYRY 359 7 WR 93] o «R @
2’5 AT SW p=1600 WF o =200
e AYRed [¥ol) W 1500 W=
18007 fSese @A, (ii) 15009 ©&® @
(i) 20003 @FC ¥ @R SERe
Tferedr |

[(0<Z <1=0-3413),

(0<Z<0-5=0-1915|

Distinguish between null hypothesis
and alternative hypothesis. When do we
use chi-square distribution? A random
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(c)

(d)

(8)

f:;nple of 5 students from a class was
- e;mc.} Tsl(l)e 9marks scored by them are
Ob,sew, . » 90 and 80. Are these sample
i a ons confirm that the class
e gg Cls 70? [Tabulated value of
orresponding to (n-1) d.f]

, 40, 50, 90,

HOWF
e Ty AN\ 70 T

lin~1) d.£3 oz opefy .
G

line;uSS‘Markov theorem
Y =B +B,X Tegression model

+
Parameterg ;ng t[} “{here Bo and B1 are
t 18 stochastic term. 19

Yi =Bo +B, X

- 14 +U

TA-TRTS wgry t MR @R e
S e 397 1 77 By

Explain the

\% .
Bothesis testing and
2+4+4=1O

22A/1121

(e)

22A/1121

(92)

In a three-variable linear regression
moFiel Y =Bo +B1 Xy +Ba X +Uy,
estimate the parameters B, B;, B». 10

b1 R Y EREY @IR AhEER
Sfepaan 7' SRR RITCTS
Y; =Bg +B1 Xy +B2Xo +UHIF By, By, By
o154 27 |

A production manager is trying to
estimate the contribution of labours and
machines to output. Consider the
regression model

¥ =BO +B1X1 +B2X2 +U
Compute the least square estimates

including interrupt term from the
following observations :

Output (Y) Labours (Xj) Machines (X,)
40 46 24
42 60 15
37 54 _ 12
50 50 50
36 42 19
Apply the least square method to
estimate the parameters. 10

qE e A9EE =N 9 fEE Seimee
SeoTe SRR GRAcE T8 IR0 | Q5] AR
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( 10 )
( 11 )

ow specification error may

levant variable is included in
1. Explain the

¥ y=p

=Bq +
T 35 (:Tﬁii;(%%_lzz}fz +UR EqEe () Explain h
ORTT oo o1 arise if irre

Sfere |
g a linear regression mode
*T (Y) (X)) T (X,) quences of specification error.
2

40
46
= Wﬁﬁﬁﬁﬁ'ﬁﬁ@iﬁﬁTﬁkﬁﬂﬁﬁﬁqiﬁﬁ &FeMA

- 60 .
2y 12 e 24 7 2 @3 ASPTR S0 41 |

R e
T 3of omfs i 19 * Kk
|

(g) What
ar
correlati(,ne—) the  sources ) i
D ¢ Describe Dyrk o-
test, urbin-Watson

4+6=10

conse
4+6=10

(h) Explain e

10

() How
est
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